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THE PROBLEM
Social  Media is a powerful  way to reach prospective
customers and boost marketing.  However ,  navigating
the complex landscape of social  media is a diff icult
task and leaves much to chance.



THE SOLUTION
Creating a Social  Media Simulator that generates
real ist ic social  interactions that may emerge as a
response to posts by businesses and the abi l ity to
f ine-tune them to perform better .



Act ive  Soc ia l  Media  Users  Wor ldwide

3.2 BILLION



MOTIVATION
In a survey of 3 ,700 marketers ,  96% marketers said they use social  media for

marketing and 91%  said they struggle  to answer the question concerning the

best ways to engage  their  target audiences on social  media platforms.

In a survey of more than 1 ,500 marketers ,  72%  stated that their  top social

media priority is to create more engaging content ,  and their  second

highest prior ity (65%) is to improve their  understanding of what content is

effective

Social  Media is a pivotal  marketing platform, yet its dynamic and

unpredictable nature poses chal lenges for businesses.
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Large Audience

IMPACT OF SOLUTION

Tighter knit  communit ies
may react very differently
to posts than a large-scale
audience,  so the abi l ity to
test it  out on the latter is

an extremely powerful  tool .

Design Choices  Sample Space of Responses

The simulator can not predict
the complexit ies of social

behaviour with 100% accuracy,
but can generate a wide range of
possible responses that may not

have been anticipated.  

Designers of posts can re-
iterate more concretely on

their  design for better
engagement by testing

them using the simulator
and receiving feedback



LITERATURE
REVIEW



PAPER 1 Overview: Prompting an LLM to
generate thousands of users using

seed personal it ies and generate
interactions between them

Developed Solution:  
Feed a community design,  goals
and two-l ine personas as input to
populate the network and observe
behaviours that were unexpected.

Improvements/Inferences:
Creating more rounded user
personas to make them more
real ist ic
Harness abi l ity of LLM to
generate the behaviours 



PAPER 2Overview: Using data mining for
predicting the performance

metrics of posts publ ished in a
brands'  Facebook page

Developed Solution:  
Trained an SVM classif ier to
predict several  features of the
impact of a post using features
from the history of posting.

Inferences:
The paper found the most
relevant feature in the model to
be the content  of  the post
It  suggested the  post content
and user sentiment analysis



Features Performance Metrics



PAPER 3
Overview: To understand the
relationship between content
features and user engagement

Developed Solution:  
Extract textual  and visual  content
features from Instagram posts,  a long
with creator- and context-related
variables,  and to statist ical ly model
their  inf luence on user engagement.



Improvements/Inferences:
For content variables,  analyzing
emojis was also important
We aim to incorporate the
context of the usage of words
and symbols and not just treat
them as independent variables
for more accurate predictions
The importance of various
words and emojis can change
over t ime



DATA DATA DATA



DATA
COLLECTION

We needed curated data specif ic
to a users activity over t ime to
bui ld a user persona

Custom twitter scraper to scrape
Latest user tweets
Demographics (Gender ,
Location)
User stats (fol lowers,  l ikes,  etc)
Liked Tweets (by the users)
Repl ies to tweets

USER
PERSONAS



Information
Twitter API Custom Scraper

Limit Rate Limit Rate

User Tweets
Hard Limit: Up to

10k tweets
5 calls / 15 mins Unlimited tweets / user

50 calls / 15 minutes 
1 call = 20 tweets

User Information 
(Location, Gender,

Following, Followers)
Unlimited 500 calls / 24 hours Unlimited Unlimited

User Likes
Hard Limit: Up to

10k tweets
5 calls / 15 mins

200 calls / 24 hours
Unlimited

500 calls / 15 minutes 
1 call = 20 liked tweets

User Replies No API No API Unlimited
50 calls / 15 minutes 

1 call = 15 replies

SPECIFICATIONS



SAMPLE DATA



User Privacy Disclosure Exploitation

ETHICAL CONCERNS

Users may not have
consented to data
scraping.
Data ownership and
usage ethics.

Simulating user
behaviour can be
misused to exploit
users.
Making them take
actions which are
inf luenced by us.

Simulations could
inadvertently reveal
sensit ive or personal
information which they
may not want publ ic .



DATA PREPROCESSING
Emoji Conversion1.
Handling @Mentions2.
Accented Word Standardization3.
URL Removal4.

5.Contractions Expansion
6.Hashtag Removal
7. Lemmatization
8. Stopword Removal



DATA PREPROCESSING



FEATURE EXTRACTION

TOPIC
MODELING

Uncovers the
underlying themes

and interests within a
user's content
regarding their

preferences and
affinities,.

BEHAVIOURAL
TRAITS

Behavior, including
personality, and

sentiment per user to
see how they react

with the community



Sentiment Analysis

BEHAVIOURAL TRAITS

Utilized NLTK for sentiment
analysis on tweets.
Compiled sentiment scores for
each user.
Determined users' average
sentiment disposition.



TOPIC MODELING
 Utilizing the YAKE extractor to
derive keywords, we calculate
affinity scores for each user
toward various topics.
Affinity scores are generated to
gauge user preferences for
specific topics.

 [(gamblingtwitter,
0.005325193753236907), (free,

0.00614130380787976), (bet,
0.00865724960473514)]

[(retweet,
0.046803383205633105),

(giving, 0.10146033916927709),
(celebrate,

0.10989706933691477)]



ML METHODOLOGY



Trained Classifier LLM

Final Response

METHODOLOGY 

Like + Reply + Tweet

Generate text 
for each action

Changes pushed 
to platform & starts again

Actions



ALGORITHMS

Random
Forest

Classifier to
generate

appropriate
action

Later stage
network

optimization

Reinforcement
Lerning

Embedding
Models

Convert text to
trainable

vectors for
models

LSTM

Classifier to
predict whether

a user
likes/replies to a

tweet



WHY LSTM?
Language is inherently sequential, with the meaning of a word or
phrase often depending on the context of surrounding words.
LSTMs capture context through memory cells, forget gates,

       and input/output gates, allowing them to selectively remember
       and utilize information over long sequences and can capture
       semantic relationship with word embeddings.  



LSTM MODEL
Input
       Three sequential inputs (length 200 each) for 3 features, topics
        description and the tweet itself

One numerical input. (Sentiment_Diff)
Layers:

Embeddings: Convert sequences to 16-dimensional vectors.
LSTMs: Capture sequential patterns (64 units each).
Concatenation: Merge LSTM outputs with numerical input.
Dense: Single-unit layer with sigmoid for binary output.

Parameters:
Total: 542,402 



LSTM MODEL



WHY RANDOM FOREST?
High-Dimensional Data: Tweets often involve high-dimensional data,
where each word or n-gram can be treated as a feature. 
Sparse Feature Space: The feature space in text data is often sparse, as
each tweet may only contain a subset of the available words in the entire
vocabulary. 
Ensemble of Diverse Models: Tweets can vary widely in terms of language,
style, and content. The ensemble nature of Random Forest, built on
diverse decision trees, helps capture different patterns and relationships
within the data. This diversity contributes to the model's robustness.



Input Preprocessing Class Weights

Text inputs :  topics,
description and the
tweet itself
Numerical  input :
Sentiment_Diff

Class 1  indicating
l iked/repl ied to a
tweet was assigned
a weight of 4  due to
its sparseness in the
data

Text features were
tokenized  and
padded  to be of
same length
Numerical  feature
was standardized

RANDOM FOREST MODEL



PERFORMANCE
METRICS &
DEPOLYABILITY



PREDICT USER LIKE ENGAGEMENT

LSTM Random Forest



PREDICT USER REPLIES ENGAGEMENT

LSTM Random Forest



REAL WORLD TEST
Actual Likes: 634

Actual Comments: 148

Test run with unseen users on an unseen 
tweet for a real world test. 



Predicted Actual

Random Forest
624 Likes 634 Likes

121 Comments 148 Comments

LSTM
639 Likes 634 Likes

113 Comments 148 Comments

REAL WORLD TEST



LLM
OpenAI APIs were used to generate
comments on the users behalf.

It seems like you are quite passionate about the potential of Myria and Beam. It's always
exciting to see the potential for growth in the market. Can you share more about what
you find promising about these projects?

"Myria my word you filthy flamingo

Two things
A) I told you about this a month ago (toots horn)
B) I feel like MYRIA is will move like beams infrastructure little
brother.

My jellys tell me Beam will hit a multi multi bil mc, Myria will hit
at least a bil chasing it (10x from here).”



LLM



CHALLENGES

We wil l  need
sufficient network

size to properly
simulate and

assess the
network effect

Network Size

Drew
Holloway

Ceo Of Ingoude
Company

As the network size
grows,  more

computational
power would be

required to simulate
and maintain

individual  users

Computation

A representative
network needs to
be constructed to

accurately
represent a real
world scenario

Generalization




